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The past, present, and future of big gender data

Data is everywhere. The shapes and textures of the things around you, the thoughts in your mind, these words you’re reading: all are forms of data. We capture a small portion of this flood of data with our senses and our technologies; we analyze a subset of what is captured; and we use a fraction of that subset to guide our actions as individuals and societies.

The motivating belief of Data2X is that greater capture, analysis, and use of data catalyzes gender equality. Major gaps in knowledge persist about all aspects of women’s and girls’ lives: economic opportunity, education, environment, health, human security, public participation. Filling these gaps makes inequality and discrimination visible, enabling public agencies, businesses, and civil society organizations to enact reforms that move societies closer to the ideals of equality and justice.

Over the last several years, Data2X has investigated the role of “big data” in filling gendered knowledge gaps. While there is no consensus definition of big data—the data science community continues to debate the topic—at Data2X we think of big data simply in terms of its unique value: as information finely disaggregated over space and across time. When used in concert with traditional data, spatially and temporally rich information allows nuanced, effective response by public and private actors. Such capacity is of especially critical importance during fast-moving crises like pandemics, economic shocks, and natural disasters.

Data2X’s big data work began in 2014 with The Landscape of Big Data in Development, a report on how digital data—especially mobile phone records, Twitter posts, and satellite data—informs us about social and economic development in low-income countries. Data2X then funded a small set of proof-of-concept studies in 2016–2017 that used big data to explore the gendered aspects of nutrition, mental health, expenditures, and other themes, as summarized in our report Big Data and the Well-being of Women and Girls: Applications on the Social Scientific Frontier. The success of this work led us, in partnership with other foundations, to launch a “Big Data and Gender Challenge” in 2018–2019. The ten winning research teams, selected from a pool of over one hundred applicants, used a gender lens to analyze mobility, financial services, education, physical security, the gig economy, and many other topics. In November 2019, we held a convening for the grantees to present their work; the proceedings are summarized in the Data2X report Big Data, Big Impact? Towards Gender-Sensitive Data Systems.

---

a. See, for example, Laney’s original “3 Vs” (volume, velocity, and variety) definition; Letouzé’s “3 Cs” (crumbs, capacities, and community) rejoinder; and UN Women’s categories of human-sourced, process-mediated, media-sourced, crowdsourced, and machine-generated data, a classification adapted from Letouzé’s work.
Just over a year after the convening, this brief reports on the ongoing work of five Data2X grantee partners: Girija Borker, formerly of Brown University and now at the World Bank; Jihad Zahir at Cadi Ayyad University in Marrakesh, Morocco; Stefaan Verhulst and colleagues at The Governance Lab (The GovLab) at New York University; the Flowminder Foundation and its partner organization WorldPop; and the research team of Ridhi Kashyap at Oxford University and Ingmar Weber at the Qatar Computing Research Institute (QCRI). We also review other innovative studies at the intersection of big data and gender carried out in the last several years, highlighting the trends most relevant to vulnerable women and girls in the world.\(^b\)

Overall, this report draws out six observations about trends in big data and gender:

**The current environment**

1. COVID-19 and the global economic recession is stimulating groundbreaking gender research.

**Where we’re progressing, where we’re lagging**

2. Some gendered topics—especially mobility, health, and social norms—are increasingly well-studied through the combination of big data and traditional data.

3. However, worrying gaps remain, especially around the subjects of economic opportunity, human security, and public participation.

4. Capturing gender-representative samples using big data continues to be a challenge, but progress is being made.

**Emerging opportunities**

5. Large technology firms generate an immense volume of gender data critical for policymaking, and researchers are finding ways to reuse this data safely.

6. Data collaboratives that bring private sector data-holders, researchers, and public policymakers together in a formal, enduring relationship can help big data make a practical difference in the lives of women and girls.

\(^b\) The literature review was based on a Scopus database search on the titles of articles published between 2016 and 2020. We utilized two categories of search terms, one pertaining to gender and the second pertaining to big data. The former required one of the following search terms: gender, women, woman, girl, girls. The second utilized a broader set of terms associated with big data analysis (e.g., big data, machine learning). The search yielded several thousand results, of which we retained a subset for full-text review. We highlight a few notable articles among this subset in the pages that follow.
The Current Environment

COVID-19 and the global economic recession is stimulating groundbreaking gender research.

The COVID-19 pandemic and the consequent economic recession is illustrating the critical role of data in real-time policymaking—and also highlighting how little we know about the effects of the global crisis on gender inequality. The Sex, Gender and COVID-19 project, led by Global Health 50/50 at University College London, is tracking sex-disaggregated indicators directly relevant to COVID-19, including tests, cases, hospitalizations, and deaths. As of November 2019, 32% of global COVID-19 cases and 25% of deaths were of unknown sex. In India and several other countries, the COVID-19 case fatality rate is for unknown reasons higher among women than men.

The pandemic is affecting aspects of women’s and girls’ lives beyond health. Data2X, in partnership with Open Data Watch, recently published the brief Tracking the Gender Impact of COVID-19: An Indicator Framework, highlighting key data gaps relating to the consequences of COVID-19 on economic well-being, access to safety nets, education, and other dimensions of human development. A few studies already suggest serious gender disparities emerging from the pandemic with respect to employment, childcare, and psychological distress. Even the launch of effective vaccines brings uncertainties: clinical data on the relative efficacy of vaccines for men and women is scarce.

The pandemic has increased the willingness of companies to share gender data; our grantee partner, The GovLab at New York University, has compiled a large repository of COVID-19-related datasets. Telecommunications companies in particular are doing more in-house gender analysis, making anonymized call detail records available, and partnering with civil society on new research initiatives. UN Women, for example, is working with mobile network providers to launch SMS-based rapid assessment surveys on the gendered impacts of the pandemic. Facebook, with the World Bank and other partners, is leveraging its broad user base to conduct surveys on household gender dynamics in countries around the globe. United Nations Global Pulse (UNGP) labs around the world are implementing innovative COVID-19 projects using digital data, including work on estimating transmission risk in Jakarta, Indonesia. The pandemic is also stimulating the development of creative analytical methods that could be extended to gender questions. One study uses 164 million Google Street View images to identify predictors of COVID-19 in the built environment. A similar approach could be used to examine the environmental predictors of gender inequality, for instance how urban planning decisions around lighting, transit, and zoning can influence women’s physical security and access to markets, schools, and social services.

In the sections that follow, we discuss in more detail the ongoing pandemic-related projects of Data2X’s grantee partners, especially the work of Flowminder to improve vaccination coverage in the Democratic Republic of the Congo using cell phone data—an initiative made possible by the urgency of COVID-19—and the work of Dr. Jihad Zahir and Dr. Girija Borker in analyzing the troubling global trends in domestic violence linked to COVID-19. Dr. Zahir is also gathering online information on how the pandemic is posing economic and mental health difficulties for students in Morocco.
In addition, the technical approaches being developed for COVID-19-related studies are readily applicable to a wide range of gendered topics. Tracking the pandemic is fundamentally a question of improving the resolution of human well-being data in both time and space—exactly the type of challenge for which big datasets are useful.

**Where We’re Progressing, Where We’re Lagging**

Some gender topics—especially mobility, health, and social norms—are increasingly well-studied through the combination of big and traditional data.

Data2X’s grantee partners have in the past illustrated how call detail records\(^16,24\) and credit card datasets\(^25\) can be used to map mobility patterns. New work by WorldPop and the Flowminder Foundation compiles a variety of datasets, both big and traditional, to estimate internal and transnational migration patterns by sex (Figure 1).\(^26\) Other researchers used cell phone data to look at population movements disaggregated by gender following natural disasters\(^27\) as well as everyday patterns of mobility.\(^28\) In addition, cell phone data can paint a portrait of how vulnerable groups like refugees are integrated with (or segregated from) the broader population, as well as internal and external communication links of displaced and migrant groups.\(^29\) One recent study used Facebook data to show that women were disproportionately displaced in the U.S. states of Louisiana and Texas after Hurricane Laura in 2020.\(^8\)

Big data health research is also expanding rapidly. Using data from social media platforms,\(^30\) search engines,\(^31,32\) online question and answer services,\(^33\) and the Internet of Things (IoT),\(^34\) advances in textual sentiment analysis have facilitated study of the gendered relationship between online expression and disorders like depression and anxiety.\(^35,36\) Textual analysis is especially useful for mental health research, but social media datasets are are also being utilized for health studies more broadly: a recent review identified 105 social media health studies conducted between 2011 and 2017, with a nearly sixfold increase in the annual number of studies from the beginning to the end of that period.\(^37\) Large-scale studies of electronic health records—digital versions of patient paper charts containing medical history, diagnoses, medications, and other information—also hold great potential for understanding gendered health trends. Recent studies using health records span a variety of topics, including prevention of mother-to-child transmission of HIV,\(^38\) gendered patterns of ophthalmological disorders,\(^39\) adherence to HIV treatment,\(^40,41\) and evaluations of digital health programs themselves.\(^41\) Other researchers are using unconventional forms of big data to study gendered topics. One study used a combination of georeferenced climate and crop calendar data, along with geotagged Demographic and Health Surveys data, to analyze how droughts affect the life courses of young women.\(^42\)
**Figure 1.** Visualizations of (A) transnational migration, with a focus on out-migration from India, and (B) internal migration by sex. Source: WorldPop and Flowminder Foundation (https://gravier.shinyapps.io/dfa_01_dev_v4/).
A great deal of work is also focused on changes in gendered social norms. The patterns of linguistic expression on Twitter effectively serve as a monitoring system for society-wide gender biases, in addition to providing specific insights on issues like gendered religiosity. A recent study found that web browsing behaviors and smartphone usage also accurately reflect the moral values of users. Even interactions between Wikipedia editors offer a look at gendered norms: one study spanning fifteen years, nearly a million comments, and over one hundred thousand editors illustrated the gendered nature of communication styles on Wikipedia and its implications for the exercise of power. Public comments on news articles also reveal how gender differences relate to engagement across various topics. The UNGP labs and the Africa’s Voices Project (AVP) are employing automated speech recognition techniques to analyze radio conversations on gender-based violence and other topics, allowing tracking of how social attitudes change over time.

In all these cases, big data depends on the presence of complementary traditional datasets. Mobile operator data can illuminate mobility, but intra-household surveys are necessary to understand how the cultural and economic context affects phone and SIM card sharing between genders. Inferring physical and mental health status from social media expression builds on background research about how language is shaped by gender, class, culture, and other factors. More generally, validation surveys reveal biases inside big datasets—for example, whether data is representative of lower socioeconomic classes, rural residents, or other groups. Big data is unique in many respects, especially in its temporal and spatial resolution, but it exists within a broader scientific environment, and its interpretability relies on the insights generated by traditional methods. We also note that the distinction between big and traditional datasets is heuristic, not objectively real—a useful tool to identify the unique potentials and risks of new data types. As methods of data integration evolve, however, the distinction between big and traditional datasets will grow increasingly blurry.

**Worrying gender data gaps remain, especially around economic opportunity, human security, and public participation.**

Despite the deluge of big data, many gendered topics remain relatively unexplored. Prominent among these are economic opportunity, human security, and public participation. With respect to economic opportunity, important knowledge gaps persist around childcare access, entrepreneurship, migrant worker conditions, pay inequity, and aspirations. Key human security-related gaps include information on conflict and gender-based violence, war-related mortality and illness, human trafficking, safety in public spaces, and violence against children. Information on local representation, professional leadership, voter registration and turnout, and violence against women in politics are key public participation-related gaps.

Progress is being made in some of these areas. With respect to economic opportunity, Data2X’s grantee partner Dr. Girija Borker is using large-scale data scraping of business websites in India to compare how female entrepreneurs perform in comparison to male-run businesses. Her study is analyzing performance over the life cycle of start-ups, constraints to success, and policy avenues to alleviate these constraints. Our grantee partners Ridhi Kashyap of Oxford and Ingmar Weber at QCRI are using LinkedIn data from the platform’s marketing application programming interface (API) to assess gendered patterns of online professional networking across business sectors.
Few other big data studies of business activity and gender exist, but one notable exception is a recent audit of the entire .uk domain—encompassing over 200 million web pages, 157 thousand organizations, and 2.3 million people—to investigate gender representation in the United Kingdom’s economy. The researchers found that men are overrepresented in roles, power, status, and titles. More broadly, the study illustrates the capacity of Internet data to map the landscape of gender bias in an economy as a whole. Another LinkedIn study using millions of user profiles found that women are underrepresented in leadership positions across a range of industries, especially health care, retail, and financial services. A smaller sentiment analysis study of email communications finds gender differences in business advisory services in Sweden. Our allies at UNGP have also done groundbreaking work on gendered bottlenecks to financial services in Cambodia, the use of mobile money in Uganda, and the financial impacts of natural disaster in the Mexican state of Baja California Sur. Another UNGP study maps financial service access points across Indonesia; this analysis could be overlaid with mobility datasets to provide a sense of gendered access.

Several of our Data2X partners are also working on research projects related to human security. Dr. Borker is continuing her previous work on women’s mobility and safety by collecting app-based data on gender-based violence in Dar es Salaam, Tanzania, as well as analyzing the combination of cell phone call detail records and emergency helpline data to look at patterns of domestic violence in India. Dr. Jihad Zahir, with the support of the United Nations Population Fund (UNFPA) and the National Union of Moroccan Women, recently launched a chatbot (“Najatbot”) that links women who are victims of domestic violence to legal and psychological services (Figure 2). This project, motivated by the increase in domestic violence in Morocco during the COVID-19 pandemic, provides information in the national Arabic dialect.

Figure 2. NajatBot, a Facebook community service that connects women who are victims of gender-based violence to legal and psychological services. Source: https://www.facebook.com/najatchatbot/
and is integrated into Facebook’s Messenger app. The chatbot interacts with users through an easy-to-use menu and buttons interface, and will soon be updated with natural language processing (NLP) tools to allow a more flexible user experience. If Najatbot goes to sufficient scale, user interactions could be used to estimate the population-level prevalence of domestic violence. Other big data studies on gender-based violence also exist. For example, a partnership between the Data-Pop Alliance and UN Women is developing a risk prediction model for domestic violence in Mexico City, and an exploration of electronic health records from tens of millions of patients in the United States sheds light on the consequences of intimate partner violence.

Some recent studies show the potential of big data to improve understanding of women’s public participation. Several innovative analyses of hashtag activism on social media give insights on the underexplored question of how gendered political ideas spread across networks, how social media network structure reflects real-world structures of collective action, how these networks influence policy outcomes, and women’s representation in social movements generally. Another recent study on the donations of men and women to political candidates in the United States examines a rarely discussed aspect of gendered political voice.

Despite these studies, large knowledge gaps on all of the above topics exist. For example, we know little about the prevalence and incidence of gender-based violence in hard-to-monitor (e.g., rural) populations. Mapping geographical patterns of female entrepreneurship faces a similar challenge, particularly with respect to women farmers and rural businesses. Very little information exists on the gendered aspects of civic engagement outside of elections.

**Constructing gender-representative samples using big data is difficult, but progress is being made.**

Three broad problems of representation complicate the use of big data to fill gender data gaps: 1) sex-disaggregated population estimates at high spatial and temporal resolution are rarely available; 2) gender disparities in access to digital technologies exist, leading to potential sampling bias when using big datasets; and 3) many big datasets are not gender-tagged.

Answering most gender questions requires accurate underlying population data. Unfortunately, censuses are too expensive to be done at the necessary frequency (or, in some countries, at all). To deal with this issue, our Data2X grantee partners WorldPop and Flowminder are aggregating a wide range of data sources, including censuses, vital registration datasets, health surveys, and satellite imagery, to construct reliable sex-disaggregated population estimates at very local levels (Figure 3). These estimates then serve as the foundation for exploring other gendered topics at very high spatial resolution—for example, access to maternal health services and sex-disaggregated internal and transnational migration flows, as noted earlier. Overall, the linkage of big and traditional datasets allows representative samples to be built, creating a foundation for novel and powerful gender-focused research designs.

Quantifying gendered access to technology is another important bottleneck; if women do not have equal access to technology, they will not be represented accurately in big data streams. This gender invisibility can also interact with socio-economic class invisibility in many big data types (Table 1). Big data analysis may thus
**Figure 3.** Percentage of females aged 10-14 years old in 2020, subnational estimates. Source: WorldPop (https://www.portal.worldpop.org/demographics/)

**Figure 4.** Percentage of women of child-bearing age within two hours of a health facility, subnational estimates from the Democratic Republic of the Congo and surrounding countries. Source: WorldPop (https://experience.arcgis.com/experience/8946bbc4090749c2a1b6c1c80999bc6/page/page_14/?views=view_48)
be burdened by a “looking for our keys under the streetlight” problem: we tend to examine only those groups and phenomena that can be clearly seen by data, while ignoring others. In addition, technology use is heterogeneous within countries—across rural and urban populations, for example—and highly dynamic, changing from year to year. Standard surveys only sometimes capture these nuances.

Specific forms of big data itself, however, can shed light on these questions of digital access, and thereby help deal with the broader issue of making unbiased inferences from big data sources. Data2X grantee partners Ingmar Weber at QCRI and Ridhi Kashyap at Oxford University are working to indirectly estimate the gender digital divide using data from the online populations of LinkedIn, Facebook, Google, and Snapchat users (Figure 5).

$$\text{Call detail records from postpaid users (though gender accuracy is variable), electronic health records, email content, credit card data, financial transactions; some forms of aggregated social media data (e.g., advertising APIs)}$$

$$\text{Call detail records from prepaid users, road sensors, satellite imagery, electricity, public transit usage}$$

$$\text{Individual-level Twitter, Weibo, Facebook, other social media user data (class can be inferred in some cases)}$$

$$\text{Search engines, web activity, audio recordings, crowdsourced app data (gender and class can be inferred in some cases for all of these types)}$$

Table 1. Gender and socio-economic class label limitations in frequently used big data types.

<table>
<thead>
<tr>
<th>Gender tags generally present or easily inferred from content</th>
<th>Yes</th>
<th>No</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Socio-economic class tags generally present or easily inferred from content</strong></td>
<td>Yes</td>
<td>Call detail records from postpaid users (though gender accuracy is variable), electronic health records, email content, credit card data, financial transactions; some forms of aggregated social media data (e.g., advertising APIs)</td>
</tr>
<tr>
<td><strong>Individual-level Twitter, Weibo, Facebook, other social media user data (class can be inferred in some cases)</strong></td>
<td>Call detail records from prepaid users, road sensors, satellite imagery, electricity, public transit usage</td>
<td>Search engines, web activity, audio recordings, crowdsourced app data (gender and class can be inferred in some cases for all of these types)</td>
</tr>
</tbody>
</table>

Figure 5. The ratio of female-to-male internet use estimated using the Facebook Gender Gap Index by country combined with other offline development indicators (e.g., the Human Development Index). Data shown for December 3, 2020; database updated daily. Values closer to one (shaded bright green) indicate female/male parity in digital access. Source: www.digitalgendergaps.org
possible. The high frequency of use over time allows a real-time portrait of digital gender inequalities—information that takes on critical importance during rapid onset crises like pandemics and recessions. In addition, the narrowing of the gender digital divide, especially with respect to mobile phone use in poor and remote areas of the world, serves not only as a proxy indicator for broad gender equality, but is also itself a catalyst for improved life outcomes for women and girls, including reduced mortality, greater reproductive and sexual health knowledge, and higher contraceptive use.

Many big datasets are not gender-tagged; that is, the gender of the individual user or content-generator is not specified. Prepaid mobile phone datasets are perhaps the most important example, and even postpaid datasets often do not accurately record gender. Given cultural differences in how different genders use mobile phones, gender inference models are still struggling to attain acceptable levels of accuracy. A few large-scale studies show some promise, however, including a recent effort by Mobilewala researchers to infer gender among half a billion users.

In addition, gender inference in text, voice, and image datasets are reaching high levels of accuracy. Our grantee partner Jihad Zahir used YouTube comments to build an Arabic-language gender identification machine learning approach that attains an accuracy of 92% and a precision of 98%. In another example, researchers triangulated gender using a combination of name lists, facial recognition based on profile pictures, and other techniques, achieving nearly 97% accuracy.

Re-inserting sociological theory—that is, considering how and why gendered patterns manifest in different kinds of datasets—is critical to big data gender inference moving forward. For example, understanding the cultural context of cell phone use within families could greatly improve gender prediction in mobile operator data. Overall, improved gender inference methods would open up new possibilities for existing datasets. For example, the Africa’s Voices Project has created NLP tools to analyze hundreds of thousands of text conversations on multimedia platforms, including discussions among Kenyan and Tanzanian youth about contraception. Performing textual analysis to infer gender in this dataset would lead to better understanding of the different ways in which men and women access and use contraception.

Serious problems of racial and gender bias, as well as privacy risks, still plague classification algorithms. Thanks to the work of digital activists, these conversations are now more squarely in the public eye, which bodes well for both algorithmic accuracy and privacy protection. In addition, the detection of gender biases in big data training sets—for example, in newspaper articles and social media posts—can shed light on the nature and intensity of the underlying cultural biases that give rise to these flawed training sets, ideally setting into motion a virtuous cycle of awareness and algorithmic reform.

c. Accuracy is a description of systematic errors, capturing the closeness of measurements to the correct gender class, for example. Precision is a description of random errors, capturing the closeness of repeated measurements to each other.
Emerging Opportunities

Large technology firms generate gender data critical for policymaking, and researchers are finding ways to use this data meaningfully and responsibly.

Large technology firms hold massive amounts of data that can illuminate gendered topics of global concern. For example, social media platforms are the world’s largest databases of thoughts, emotions, and cultural norms. Because of the ease of accessing data, Twitter remains the most commonly analyzed social media data source, especially for textual and sentiment analysis studies. The scope of Twitter gender work is too large to summarize here, but recent studies have been conducted on topics as diverse as the interaction between public discourse and judicial decisions around same-sex marriage, gendered strategies of evacuation after natural disasters, and differences in religious attitudes between men and women.

Facebook user data has traditionally been more difficult to access, but several studies show its potential for filling gender data gaps. A now-classic work showed that Facebook likes can be used to predict a wide variety of personal attributes, including religious and political views, ethnicity, and personality traits. A more recent analysis of the liking practices of nearly 22 million Facebook users in 10 countries shows clear gender differences in civic and political expression, while a study looking at German political party Facebook pages illustrates gendered differences in affiliation. Another social media study of nearly six million users and 19 million posts on Facebook, Twitter, Weibo, and Baidu examines the relationship between gender and emotional responses to behavioral phenomena (in this case, procrastination).

Data2X’s allies at UNGP, as well as other researchers, have done extensive analyses of Facebook and Twitter discussions about vaccination and other gender-relevant topics in Nigeria, India, and Indonesia. Research teams from various universities in China have used data from Weibo, a microblogging site with over half a billion users, to explore gendered patterns of movement in urban areas, including a detailed analysis of how public space interacts with gender to produce various mental and emotional states.

The gig economy is also generating large amounts of gendered data. A recent study looked at work choices and earnings among a million Uber drivers in the United States, finding a 7% earnings gap between female and male drivers. The study concludes that labor disparities can prevail even without overt discrimination, in the case of Uber due to gendered differences in work experience, desires to be closer to home and in safer locations, and driving speed. On the consumer side, in-progress work finds that providing Uber subsidies to women in Cairo greatly increases their travel distance and radius traveled, especially among those who have safety concerns about using public transport. This suggests that economic and safety constraints hinder women’s preferred mobility patterns. Ride-share companies are actively seeking other research collaborations in India, Brazil, and other middle- and low-income countries.

Big tech companies are not the only large-scale private sector data holder, of course. As profiled throughout this report, valuable inferences about mobility, socio-economic well-being, and other topics can be made from mobile network provider data. The employment and salary records of large firms across sectors is another important and under-explored data source; such records hold key insights.
about wage discrimination, “glass ceilings,” and other gendered phenomena in the economy. Many other forms of socio-economic data are valuable windows into gender inequality.

Data privacy is the major obstacle to wider sharing of data by large companies. The privacy debate, formerly limited to academic researchers, civil society advocates, and industry personnel, is now in the public eye. Innovative solutions are emerging. For example, Data2X’s partners at the Flowminder Foundation are creating secure protocols to access and analyze proprietary cell phone data. Flowminder’s “FlowKit” suite of tools enables mobile network providers to share de-identified data on subscriber mobility patterns and network usage. Similarly innovative protocols that “get code to the data” and receive results in return—not instead of requesting the data itself—may help bring other key data-holders, including the large technology companies, to the table.

The broader point is that many users are willing to share personal data provided that the app brings value and user privacy is protected. The same applies to data-holder companies: if gender use cases powerfully demonstrate how big datasets are critical to policymaking, then data-holders will be more open to collaborations that allow access while ensuring security.

**Data collaboratives show the path forward for how big data can make a practical difference in the lives of women and girls worldwide.**

The mission of Data2X is broader than simply assuring that more gender data is generated and accessible. We are committed to ensuring that gender data has a tangible impact on the lives of women and girls; even the most innovative datasets and methodologies are worth little if scientific research does not move the world towards gender equality. In the coming years, Data2X will increasingly focus on ensuring that policymakers, civil society organizations, and other advocates for gender equality adopt best practices in the use of big data.

Many of our grantee partners are working towards the same goal. As mentioned earlier, Dr. Borker’s work on female entrepreneurs aims at identifying gendered policies to alleviate constraints to small business performance. Dr. Jihad’s chatbot is linking victims of domestic violence to necessary services; as smartphone and social media penetration extends to even the most remote areas, such tools may soon be used for estimating population-level estimates of key gender indicators. The Flowminder Foundation, via the GRID3 program, is currently partnering with a broad array of partners in the Democratic Republic of the Congo (DRC)—including DRC’s Ministry of Health and other public agencies, Columbia University’s Center for International Earth Science Information Network (CIESIN), WorldPop, the UNFPA, and the telecommunications provider Vodacom—to improve the effectiveness and equity of vaccination interventions in priority provinces of the country. The poor coverage of childhood vaccination in DRC is closely related to gendered mobility constraints; Flowminder is using a combination of geospatial, cell phone, and other data sources to develop algorithms that optimize the location of vaccination outreach sites, taking into account the spatial distribution and mobility of the population. Flowminder’s

d. See https://flowkit.xyz/ for a detailed description of the FlowKit architecture.
work has supported the DRC in vaccinating hundreds of thousands of additional children in the country over the past several years—a clear example of a big data policy success.

Another grantee partner, the GovLab at New York University, has created and begun to implement a coherent model of stakeholder cooperation that builds on successes like those described above. The model is called the data collaborative, a structure in which public agencies, private data-holders, civil society advocates, and academic researchers create a durable partnership to carry out research that has real-world impacts. The data collaboratives are informed by GovLab’s 100 Questions Initiative, an effort to collectively identify the most pressing global policy questions. Defining and prioritizing questions in this way is essential to realizing big data’s potential to have an on-the-ground impact, particularly when considering the immense volume of big data available.

Data2X partnered with GovLab to build a Gender domain within the 100 Questions Initiative, as well as to integrate gender into other existing domains (e.g., urban mobility and air quality). This multi-step process included consultations with 90 experts in both gender and data science to identify the most pressing gender-related global questions, and then releasing the questions for public voting. The Gender domain received significant attention—tallying more than one thousand votes from the public—and ten priority questions have been identified. These questions will help focus the efforts of researchers, advocates, and policymakers worldwide.

An open-access data portal that collects and standardizes the format of an array of big gender datasets would be of great value to researchers and create momentum for the creation of collaboratives. The volume of big data will continue to expand tremendously in the coming years. Facilitating access to this data will not only provide gender researchers with complementary information to explore their existing questions—including researchers who may not easily access a data collaborative—but also draw data scientists without a gender background into the orbit of gender work. The unique skills and fresh perspectives of such scientists would be powerful catalysts for the gender data revolution.

The vision of data as a force for policy impact, and social good generally, is at the heart of Data2X’s mission. All forms of data, big and traditional alike, capture a slice of reality. They are thus value-neutral in their basic character; their impact on social and environmental well-being depends on the cultural frames used to interpret and deploy them. Data2X’s frame is gender equality: specifically, the idea that women and girls have a right to access the collective resources of humanity, and to participate in the building of a better world. In the years to come, Data2X and its partners will work to advance this frame and ensure that gender data of all kinds produces real and lasting improvements in the lives of women, girls, and all people.
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